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Abstract. In this paper the vector finite element time-domain (VFETD) method is derived,
analyzed, and validated. The VFETD method uses edge vector finite elements as a basis for the
electric field and face vector finite elements as a basis for the magnetic flux density. The Galerkin
method is used to convert Maxwell’s equations to a coupled system of ordinary differential equations.
The leapfrog method is used to advance the fields in time. The method is shown to be stable
and to conserve energy and charge for arbitrary hexahedral grids. A numerical dispersion analysis
shows the method to be second order accurate on distorted hexahedral grids. Several computational
experiments are performed to determine the accuracy and efficiency of the method.
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1. Introduction. This paper is concerned with the numerical solution of the
time dependent Maxwell equations in charge-free regions,

∂B

∂t
= −∇× E − σMµ

−1B,

ε
∂E

∂t
= ∇× µ−1B − σEE − J,

∇ • εE = 0,

∇ • B = 0,

(1)

with initial-boundary values

n̂ × E = Ebc on Γ = boundary (Ω),(2)

E(t = 0) = Eic,B(t = 0) = Bic.(3)

Here, E = E(x, t) is the electric field, B = B(x, t) is the magnetic flux density,
J = J(x, t) is the electric current, and n̂ is the outward normal vector to Γ. The vol-
ume Ω ⊂ R3 is a domain, not necessarily bounded, whose boundary Γ is sufficiently
regular (Lipschitz-continuous). Ω may be inhomogeneous, consisting of several dielec-
tric, magnetic, and metallic regions of arbitrary geometry. The material properties
are assumed to be linear and nondispersive. The volume may also contain several in-
dependent voltage and current sources. The electric and magnetic conductivities, σE
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and σM , the dielectric permittivity ε, and the magnetic permeability µ are assumed
to be time independent symmetric positive definite tensors. Example electromagnetic
problems within this class include the design of waveguides and antennas, scatter-
ing of electromagnetic waves from automobiles and aircraft, and the penetration and
absorption of electromagnetic waves by dielectric objects. Throughout this presen-
tation, unless the physical meaning of quantities suggests otherwise, boldface letters
will stand for vector fields whereas plain faced letters will stand for scalar fields.

The most popular numerical scheme for solving the time dependent Maxwell
equations on an orthogonal Cartesian grid is the finite difference time-domain (FDTD)
method [1, 2, 3, 4]. The method utilizes a centered difference approximation in space
and a leapfrog approximation in time to yield a conditionally stable, consistent, and
second order accurate scheme. However, when one attempts to use the FDTD method
on complicated geometries by approximating curved boundaries with “stair steps,”
poor results are obtained [4, 5]. Nevertheless the FDTD method is extremely efficient
and is the benchmark to which new methods are compared.

There have been several attempts to generalize the FDTD method to unstructured
hexahedral grids, most notably the modified finite volume (MFV) and discrete surface
integral (DSI) methods [6, 7, 8, 9]. In these methods Maxwell’s equations are cast in
integral form, then the subsequent volume and/or surface integrals are approximated
by standard integration rules. A leap frog time integration is used so that these
methods reduce to the FDTD method when orthogonal grids are used. However,
the finite volume methods are not provably stable, and weak instabilities leading to
nonphysical solution growth have been observed for nonorthogonal grids [10]. The
instability is caused by the nonsymmetric discretization of the curl-curl operator.
Dissipative time integration schemes may be employed to counteract this nonphysical
solution growth, but this results in a violation of conservation of energy [11].

There is another class of finite volume methods where Maxwell’s curl equations
are cast in conservative form, resulting in a PDE that resembles the Euler equation
of fluid dynamics [12, 13, 14]. The classical methods of computational fluid dynamics
such as Lax–Wendroff or Godunov can then be used to solve the equations. These
methods can be implemented on a structured, but nonorthogonal, hexahedral grid
but do not reduce to the FDTD method when implemented on orthogonal Cartesian
grids. However, these methods are stable and consistent, and very good accuracy can
be achieved as the grid is refined. The methods rely upon dissipative time integration
for stability and consequently do not conserve energy. In addition they neglect the
divergence properties of the fields so that there is no guarantee that these methods
will conserve charge.

Vector finite elements, also known as edge elements, Whitney 1-forms, or H(curl)
elements [15, 16, 17, 18, 19], have been used to formulate finite element solutions to
the weak form of Maxwell’s equations. These elements enforce tangential continuity of
the fields but allow for jump discontinuity in the normal component of the fields. Use
of these elements also eliminates spurious, divergent solutions of Maxwell’s equations
that were common with nodal element formulations [20, 21, 22, 23, 24, 25]. Vector
finite element methods have been successfully used in the frequency domain to analyze
resonant cavities, compute waveguide modes, and perform scattering calculations [26,
27, 28]. Vector finite elements have also been proposed to solve Maxwell’s equations
directly in the time domain [29, 30, 31, 32, 33]. Theoretical convergence results
and error estimates for time dependent vector finite element solutions of Maxwell’s
equations were developed in [34, 35].
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1.1. Vector finite element time-domain (VFETD) method. In this paper,
a Galerkin procedure is used to convert the weak form of Maxwell’s equations to
a semidiscrete coupled system of ordinary differential equations using vector finite
elements. A leapfrog time integration scheme similar to that found in the FDTD
method is then used to discretize time and update the field variables.

The VFETD method uses vector “edge” finite elements as a basis for the elec-
tric field and vector “face” finite elements as a basis for the magnetic flux density.
These elements are complementary in the sense that the edge elements have tan-
gential continuity across interfaces whereas the face elements have normal continuity
across interfaces. Consequently, the Galerkin approximations preserve field continu-
ities/discontinuities across material interfaces. The properties of these vector finite
elements is discussed in detail in [15].

The VFETD method is shown to be conditionally stable. Moreover, if a stable
time step is used, the method conserves energy and charge, independent of how dis-
torted the grid is. A numerical dispersion analysis of the method is performed on
several different distorted hexahedral grids, with the result that the method is second
order accurate. The analysis also shows how the anisotropic part of the numerical
dispersion relation depends upon the grid distortion [40, 41, 42, 43].

The VFETD method requires a sparse linear system to be solved at every time
step. The computational effort required to solve the system depends upon how dis-
torted the grid is. For Cartesian grids mass lumping can be used, in which case
the VFETD method reduces to the classic FDTD method. For non-Cartesian grids
conjugate gradient iterative methods are used to solve the system where it is shown,
via computational experiments on unstructured hexahedral grids, that the number of
iterations required to achieve a given accuracy is a constant independent of the grid
cell size (grid refinement) used to discretize the problem. Hence the method is scal-
able. The accuracy of the method, as well as the required CPU time, are tabulated
for resonant cavity, waveguide, and antenna problems.

2. Weak formulation of Maxwell’s equations. In this section we convert
Maxwell’s equations into variational equations posed over suitable function spaces.
We first consider the space

H(curl ; Ω) = {u ∈ L2(Ω); ∇× u ∈ L2(Ω)}.
A function u in the vector space H1(K1)∪H1(K2) is in H(curl ; Ω = K1 ∪K2) if and
only if the trace u × n is the same on each side of the face Γ [15, 16]. Consequently,
H(curl ; Ω) is an appropriate space for the electric field E. Similarly, we define the
function space

H(div; Ω) = {u ∈ L2(Ω);∇ • u ∈ L2(Ω)}.
Then, a function u in the vector space H1(K1) ∪H1(K2) is in H(div; Ω = K1 ∪K2)
if and only if u • n is the same on each side of the face Γ [15, 16]. Hence, H(div; Ω)
is an appropriate space to which the magnetic flux density B should belong. Both
spaces, equipped with the canonical inner products, are Hilbert spaces with norms

‖u‖H(curl : Ω) = (‖u‖2
2 + ‖∇ × u‖2

2)
1/2,

‖u‖H(div : Ω) = (‖u‖2
2 + ‖∇ • u‖2

2)
1/2.

We write ‖u‖2
2 =

∫
Ω

utu dΩ ≡ (u,u) <∞ for the L2(Ω)-norm and (u,v) =
∫
Ω

utv dΩ
for the L2(Ω) inner product. The subspace of H(curl ; Ω) containing the vector fields
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Fig. 1. Illustration of an arbitrary hexahedron.

u with vanishing tangential trace n × u on Γ is denoted by H0(curl ; Ω). As usual,
n designates the exterior unit normal vector on Γ. Similarly, H0(div; Ω) denotes the
subspace of H(div; Ω) containing vectors u such that u • n = 0 on Γ.

Given the above definitions, a natural way of defining the weak form of Maxwell’s
equations (1)–(3) is to determine functions B ∈ H(div; Ω), E ∈ H(curl ; Ω) such that

∂

∂t
(µ−1B,B∗) = −(µ−1∇× E,B∗) = (µ−1σMµ

−1B,B∗),(4)

∂

∂t
(εE,E∗) = (∇× E∗, µ−1B) − (σEE,E∗) − (J,E∗)(5)

for all B∗ ∈ H0(div; Ω), E∗ ∈ H0(curl ; Ω). The multiplication of the first equation
by µ−1 is done to aid in the analysis of the Galerkin method. Clearly, if B, E are
classical solutions of Maxwell’s equations (1)–(3), then they are solutions of the weak
equations (4)–(5).

3. Finite element basis functions. A general definition of finite elements on
arbitrary polyhedra is given by the following.

DEFINITION. A finite element (K,P,A), consists of
1. K, a polyhedral domain;
2. P , a vector space of polynomials defined on K having a basis {ψ1, ψ2, . . . , ψN}

(called shape functions);
3. A, a set of linear functionals defined on P having a basis α1, α2, . . . , αN (called

the degrees of freedom).
In this section we define K,P,A for the linear edge and face elements. For the

elements developed in this paper, we shall approximate the domain Ω with a hexa-
hedral mesh κ consisting of Ki, i = 1, . . . , N , hexahedra. Each of the hexahedra can
be mapped using the standard trilinear mapping (x, y, z) = B(ζ, η, ν) to a reference
element, K0 = {0 ≤ ζ, η, ν ≤ 1}. We require that the mapping B be one-to-one
and invertible, implying a nonsingular Jacobian matrix J . Consequently, K will be
a hexahedron consisting of 8 nodes labeled as in Figure 1. The 12 edges, ai, and 6
faces, fi, are numbered according to Table 1. The Dirichlet part of the boundary ΓD

is assumed to be the union of complete faces of elements.

3.1. Finite elements in H(curl): Edge elements. We consider finite ele-
ments (K,P,A), called “edge elements,” where K is an arbitrary hexahedron and the
degrees of freedom of A are defined by

αi(v) =

∫
ai

(v • ti) ds, v ∈ P(6)
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Table 1

Node, edge, and face numbering scheme for hexahedrons.

i edge, ai face, fi

1 1-2 1-4-8-5

2 4-3 2-3-7-6

3 5-6 1-5-6-2

4 8-7 4-8-7-3

5 1-4 1-2-3-4

6 5-8 5-6-7-8

7 2-3

8 6-7

9 1-5

10 2-6

11 4-8

12 3-7

with ti being the unit tangent vector along edge ai of K. The space P is defined by
considering the reference element (K0, P0, A0). Here

P0 = {u = [u1, u2, u3]
t : u1 ∈ Q0,1,1;u2 ∈ Q1,0,1;u3 ∈ Q1,1,0},

where Ql,m,n denotes the vector space of polynomials in three variables (x, y, z), the
maximum degree of which are, respectively, l in x, m in y, n in z. Note that dimension
[P0] = 12. The basis for P0, as constructed by (6), is

W
(0)
1 = (1 − y − z + yz, 0, 0), W

(0)
2 = (y − yz, 0, 0),

W
(0)
3 = (z − yz, 0, 0), W

(0)
4 = (yz, 0, 0),

W
(0)
5 = (0, 1 − x− z − xz, 0), W

(0)
6 = (0, x− xz, 0),

W
(0)
7 = (0, z − xz, 0), W

(0)
8 = (0, xz, 0),

W
(0)
9 = (0, 0, 1 − x− y − xy), W

(0)
10 = (0, 0, x− xy),

W
(0)
11 = (0, 0, y − xy), W

(0)
12 = (0, 0, xy).

(7)

The above polynomial basis defined on the reference element must be transformed to
the arbitrary hexahedron K such that the degrees of freedom are preserved. It is well
known that the covariant transformation preserves line integrals under a change of

coordinates; hence we define P in (K,P,A) by Wi = J−tW
(0)
i .

3.2. Finite elements in H(div): Face elements. We now consider a finite
element (K,P,A), called “face elements,” where K is an arbitrary hexahedron and
the degrees of freedom of a face element are

αi(v) =

∫
fi

(v • ni) ds,(8)

where ni is the unit normal vector to the face fi of K. The space P is defined by
again considering the reference element (K0, P0, A0). Here, P0 = {u = [u1, u2, u3]

t :
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u1 ∈ Q1,0,0; u2 ∈ Q0,1,0; u3 ∈ Q0,0,1}. The basis functions of P0 are constructed from
(8) to get

F
(0)
1 = (−1 + x, 0, 0), F

(0)
2 = (x, 0, 0), F

(0)
3 = (0,−1 + y, 0),

F
(0)
4 = (0, y, 0), F

(0)
5 = (0, 0,−1 + z), F

(0)
6 = (0, 0, z).

(9)

The above polynomial basis defined on the reference element must be transformed
to the arbitrary hexahedron K such that the degrees of freedom are preserved. It is
well known that a contravariant transformation preserves surface integrals; hence we

define P in (K,P,A) by Fi = JF
(0)
i .

4. Galerkin approximation of Maxwell’s equations. The Galerkin method
constructs approximations

Ẽ =

NE∑
j=1

ejWj ∈W = span [W1,W2, . . . ,WNB
] ⊂ H0(curl ; Ω),

B̃ =

NB∑
j=1

bjFj ∈ F = span [F1,F2, . . . ,FNE
] ⊂ H0(div; Ω),

(10)

such that

∂

∂t
(µ−1B̃,Fi) = −(µ−1∇× Ẽ,Fi) + −(µ−1σMµ

−1Ẽ,Fi), i = 1, 2, . . . , NF ,

∂

∂t
(εẼ,Wi) = (∇× Wi, µ

−1Ẽ) − (σEB̃,Wi) − (̃j,Wi), i = 1, 2, . . . , NE ,

(11)
where NE and NF are the number of internal edges and faces, respectively. This leads
to systems of ordinary differential equations

G
∂b

∂t
= −Ke − Pb,

C
∂e

∂t
= KTb − Se −Qj,

(12)

where b = [b1, b2, . . . , bNF
]t, e = [e1, e2, . . . , eNE

]t, and the matrices are given by

Gij = (µ−1Fi,Fj), Kij = (µ−1∇× Wi,Fj),

Pij = (µ−1σMµ
−1Fi,Fj), Cij = (εWi,Wj),

Kt
ij = (µ−1∇× Wj ,Fi), Sij = (σEWi,Wj), Qij = (Fi,Wj).

(13)

5. Leapfrog time differencing. The ordinary differential equations (12) are
differenced so that the electric fields are calculated at whole time steps and the mag-
netic fields are calculated at the half time steps. Specifically,

(G+ ∆tP/2)bn+1/2 = −∆tKen + (G− ∆tP/2)bn−1/2,(14)

(C + ∆tS/2)en+1 = ∆tKTbn+1/2 + (C − ∆tS/2)en − ∆tQjn+1/2.(15)
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5.1. Stability and conservation. Properties of (14) will be derived by assum-
ing no electric or magnetic conductivity, i.e., σE = σM = J = 0. In this case the
discrete equations (14) become[

en+1

bn+1/2

]
=

[
(I − ∆t2C−1KtG−1K) ∆tC−1Kt

−∆tG−1K I

][
en

bn−1/2

]
.(16)

The following theorem establishes eigenproperties of the method.
Theorem 1. Let T (∆t) be the amplification matrix in (16). Then
(a) the eigenvalues of T (∆t) either have unit magnitude or are negative
(b) the eigenvalues of T (∆t) have unit magnitude if and only if

∆t ≤ 2√
max(ψ)

,(17)

where ψ is an eigenvalue of C−1KtG−1K.
Proof. (a) Suppose T (∆t) has a complex eigenvalue λ = a + ib. Then there is a

complex eigenvector [ xy ] that solves the eigenvalue problem[
(I − ∆t2C−1KtG−1K) ∆tC−1Kt

−∆tG−1K I

][
x

y

]
= λ

[
x

y

]
.

Since the matrices C and G are symmetric and positive definite, they admit Cholesky
decompositions C = C̃tC̃ and G = G̃tG̃, respectively. If we let x̃ = C̃x and ỹ = G̃y,
then the above eigenproblem is equivalent to[

(I − ∆t2QQt) ∆tQ

−∆tQt I

][
x̃

ỹ

]
= λ

[
x̃

ỹ

]
,(18)

where the matrix Q is given by Q = C̃−tKtG̃−1. Note that QQt = C−1KtG−1K.
Since [

(I − ∆t2QQt) ∆tQ

−∆tQt I

]
=

[
I ∆tQ

O I

][
I O

−∆tQt i

]
,

its determinant is 1 and consequently λ 	= 0. We can now write (18) as a general
eigenproblem:[

I O

−∆tQt I

][
x̃

ỹ

]
= λ

[
I ∆tQ

O I

]−1 [
x̃

ỹ

]
= λ

[
I −∆tQ

O I

][
x̃

ỹ

]
.

We get that

(1 − λ)ỹ = ∆tQtx̃

and

−λ∆t2QQtx̃ = (1 − λ)2x̃.

Hence, x̃ is an eigenvector of QQt with eigenvalue −(λ − 1)2/λ∆t2. Since QQt is
symmetric, it has only real eigenvalues. Thus,

Im

(−(λ− 1)2

λ

)
= Im

(
2 − (λ2 + 1)

λ

)
= Im(λ+ λ−1) = b(1 − (a2 + b2)−1) = 0.
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It follows that either b = 0, in which case λ is real, or |λ| = 1. If λ is real, then using
the fact that QQt is positive semidefinite we see its eigenvalues are nonnegative so
that λ = 1 or λ < 0.

(b) Now suppose that condition (17) holds. In view of (a), we need only consider
the case λ < 0. Then

∆t2 ≤ 4

ψ
≤ −4λ∆t2

(λ− 1)2
⇒ (λ+ 1)2 ≤ 0 ⇒ λ = −1.

Now suppose all eigenvalues of T (∆t) have unit magnitude. Let ψ = (2+α)/∆t2 be the
eigenvalue of QQt that is largest in magnitude. Let λ be such that α = −(λ2 + 1)/λ.
Specifically, λ is given by

λ =
−α±√

α2 − 4

2
.

Moreover, using the same arguments as in (a) to show the connection between the
eigenvalues of QQt and T (∆t), we see that λ is an eigenvalue of T (∆t) and by hy-
pothesis has unit magnitude. Then

∆t2

4
|ψ| =

|λ− 1|2
4|λ| ≤ 1

and the theorem is proved.

Theorem 2 (conservation of magnetic charge). If B̃n+1/2 =
∑Nf

i=1 b
n+1/2
i Fi is

the Galerkin approximation computed from (16), then∫
Ω

∇ • B̃n+1/2dΩ =

∫
Ω

∇ • B̃n−1/2dΩ, n = 1, 2, . . . .

Proof. Let δbn = (bn+1/2 − bn−1/2)/∆t. Then by (16)

Gδbn = −Ken.

Note that the edge basis functions and the face basis functions are related by the
so-called inclusion (or compatibility) condition ∇× Wi ∈ F . In particular, the edge

and face basis functions are normalized such that ∇×Wi =
∑2

j=1 aijFij , where Fij

are the two face functions associated with the edge function Wi and aij = ±1 with
the sign depending upon the right-hand rule. Thus,

Ne∑
i=1

ei∇× Wi =

Ne∑
i=1

ei

2∑
j=1

aijFij

and by (16) we have

Nf∑
i=1

δbni (Fi,Fk) =

Ne∑
i=1

eni (∇× Wi,Fk) =

Ne∑
i=1

eni

2∑
j=1

aij(Fij ,Fk)

for k = 1, . . . , Nf . The two summations in the right-hand term can be combined so
that the summation is performed over all Nf face, with four electric field degrees of
freedom ej contributing to each bi:

Nf∑
i=1

δbni (Fi,Fk) =

Nf∑
i=1


 4∑

j=1

enj aij


 (Fi,Fk).
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It follows that

δbni =

4∑
j=1

enj aij

Using Gauss’ law, the divergence of the magnetic flux density in a given cell Ωe

is ∫
Ω

(∇ • δB̃n) =

∮
δB̃n • ndΓ =

6∑
i=1

δbni =

6∑
i=1

4∑
j=1

enj aij = 0,

and the theorem follows by summing over the cells.
Theorem 3 (conservation of electric charge). Let S0 be the space of trilinear

continuous Lagrangian finite elements vanishing on γD. If Ẽn =
∑Ne

i=1 e
n
i Wi is the

Galerkin approximation computed from (16), then∫
Ω

(∇ • εẼn)ψ dΩ =

∫
Ω

(∇ • εẼn−1)ψ dΩ, n = 1, 2, . . . ,(19)

for all continuous piecewise linear functions φ ∈ S0.
Proof. First note that integration by parts yields∫

Ω

(∇ • εE)φ = −
∫

Ω

εẼ • ∇φdΩ +

∮
Γ

φεẼ • n dΓ = −
∫

Ω

εẼ • ∇φdΩ.

Let δE
n

= ∆t−1(E
n − E

n−1
). Then by (16),

(εδE
n
,Wj) = (∇× Wj , µ

−1B̃n−1/2), j = 1, 2, . . . , NE .

Now, ∇φ ∈W ; cf. [15, 25]. Therefore∫
Ω

(∇ • εδEn
)φ =

∫
Ω

εδẼn • ∇φdΩ =

∫
Ω

(∇×∇φ) • µ−1B̃n−1/2dΩ = 0,

and the theorem is proved.

5.2. Numerical dispersion. Equation (1) in an infinite, source free, zero con-
ductivity region becomes the vector wave equation

ε
∂2E

∂t2
= −∇× µ−1∇× E.(20)

If µ and ε are constant scalars, then

E = E0e
I(k•x−ωt)(21)

is a solution to (20) only if the dispersion relation ω2 = c2k2 holds where k = ‖k‖2

and c = 1/(
√
µε) is the speed of light. Now, consider the solution

e(t) =
∑
i

ei(t)Wi(x), ei(t) =

∫
ai

E(x, t) • t dl

of the Galerkin form of (20)

C
∂2e

∂t2
= −Ae, ei(0) −

∫
ai

E(x, 0) • t dl(22)
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Fig. 2. Edge numbering for numerical dispersion analysis.

with t the unit tangent vector to edge ai. The matrices C and A are defined by
(13) and Aij = (µ−1∇× Wi,∇× Wj), respectively. We now assume the grid to be
composed of identical hexahedral cells, which may be distorted. For this analysis the
distortion is such that edges ẽ1 − ẽ4, ẽ5 − ẽ8, ẽ9 − ẽ12 are parallel; see Figure 2.

If we let

X(t) =

∫
ẽ1

E(x, t) • t dl, Y (t) =

∫
ẽ5

E(x, t) • t dl, Z(t) =

∫
ẽ9

E(x, t) • t dl,

then

ẽ1(t) = X(t), ẽ2(t) = XeI(k•�∆1,2−ω∆t), ẽ3(t) = XeI(k•�∆1,3−ω∆t),

ẽ4(t) = XeI(k•�∆1,4−ω∆t), ẽ5(t) = Y (t), ẽ6(t) = Y eI(
�k•�∆5,6−ω∆t),

ẽ7(t) = XeI(k•�∆5,7−ω∆t), ẽ8(t) = XeI(k•�∆5,8−ω∆t), ẽ9(t) = Z(t),

ẽ10(t) = ZeI(k•�∆9,10−ω∆t) ẽ11(t) = ZeI(k•�∆9,11−ω∆t) ẽ12(t) = ZeI(k•�∆9,12−ω∆t),
(23)

where �∆i,j is the vector from the midpoint of edge ẽi to the midpoint of edge ẽj .
Clearly,(

∂2ẽi
∂t2

)n

≈ ẽn+1
i − 2ẽni + ẽn−1

i

∆t2
=
ψẽi
∆t2

, ψ = 2 cos(ω∆t− 1).(24)

If we assume ‖�∆i,j‖2 = ∆x for all (i, j), then (22)–(24) yields a homogeneous system
of equations:

(ψF + ηG)


 X

Y
Z


 = 0, η = c2

∆t2

∆x2
.(25)

The numerical dispersion relation is given by

det(ψF + ηG) = 0,(26)

where the 3 × 3 matrices F , G are complicated nonlinear relationship between the
wave vector k and the radian frequency ω. There are three roots; one is zero, which
does not represent anything physical, and the other two correspond to the two distinct
polarizations.
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Fig. 3. Illustration of a cube distorted in the x and z directions by an amount θ = 45◦.

Example: Numerical dispersion for three-dimensional shear distortion.
Let

k = k[cos(φ) sin(Φ), sin(φ) sin(Φ), cos(Φ)]t(27)

be a wave vector as a function of the spherical angles φ and Φ. The exact phase
velocity for (20)–(21) is given by ω/k = c and the numerical phase velocity v = ω̃/k
is computed by specifying a value of k as a function of φ Φ and solving numerically
for the value of ω̃ that satisfies (26).

In this example, a unit cube is sheared by an amount 0 in both the x direction
and the z direction; see Figure 3.

In the computational experiments we take c = 1 and ∆t = 1/3. Figure 4 shows
surfaces of the phase velocity error for shear angles of θ = 0◦, 15◦, 30◦, 45◦. Each
figure shows the velocity error for k = 1π/5, where the velocity error is defined as
v − c. The shape of the velocity error surface remains the same as k is decreased,
thus it is not necessary to display different surfaces. Note that the scale is different
for each plot.

The maximum velocity, minimum velocity, and anisotropy ratio are tabulated in
Table 2 as a function of k for each of the four grid distortions. The results demonstrate
that, as the grid becomes more distorted, the numerical dispersion relation becomes
more anisotropic.

It is possible to determine the rate of convergence of the numerical dispersion
relation for distorted hexahedral grids by applying a least-squares fit to the above
data. The logarithm of the error versus the logarithm of k is shown in Figure 5
for each of the four grids, along with a least-squares linear fit. The least-squares fit
is applied to the maximum velocity error. For each grid the slope of the linear fit
is approximately 2 (from 2.02 to 2.09), indicating second order convergence of the
numerical dispersion relation.

6. Linear system solution methods. The VFETD method requires the solu-
tion of a large, sparse, symmetric, positive-definite mass matrix equation Cx = y at
every time step. In this paper, the incomplete Cholesky conjugate gradient (ICCG)
method will be used to solve the mass matrix. Basically, the ICCG method is a pre-
conditioned conjugate gradient method where the preconditioner is constructed by
applying the Cholesky factorization algorithm to the mass matrix C and ignoring the
nonzero fill-in [39]. This generates an incomplete Cholesky factorization L̃L̃t, where
L̃ has the same sparsity pattern as the matrix C. For the special case of a Cartesian
grid, the following result holds.



694 GARRY RODRIGUE AND DANIEL WHITE

Fig. 4. Phase velocity error for θ = (a) 0◦, (b) 15◦, (c) 30◦, (d) 45◦. The surface corresponds
to k = 2π/5. The length of the axes are (a) 0.15, (b) 0.25, (c) 0.35, (d) 0.35.

Table 2

Phase velocity and anisotropy ratio versus k.

θ = 0◦ θ = 15◦

k max v min v ratio max v min v ratio

2π/5 1.07538 1.03002 1.04404 1.08797 1.01709 1.06969

2π/10 1.01845 1.00736 1.01101 1.02113 1.00423 1.01682

2π/15 1.00816 1.00326 1.00488 1.00931 1.00188 1.00742

2π/20 1.00458 1.00183 1.00274 1.00522 1.00106 1.00416

θ = 30◦ θ = 45◦

2π/5 1.14536 1.00913 1.135 1.35058 1.00333 1.34609

2π/10 1.03401 1.00227 1.0316 1.08656 1.00083 1.08566

2π/15 1.01493 1.00101 1.0139 1.03845 1.00037 1.03807

2π/20 1.00836 1.0057 1.00779 1.02163 1.00021 1.02142
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Fig. 5. Least-squares fit of phase velocity error indicating second order accuracy for distorted
hexahedral grids with shear θ = 0◦, 15◦, 30◦, 45◦, respectively. The larger error corresponds to the
larger shear angle.

Theorem 4. Consider the mass matrix C = [(εWi,Wj)] for an orthogonal

hexahedral grid. Let C = LLt be the Cholesky factorization and L̃L̃t the incomplete
factorization of C. Then L = L̃, i.e., there is no nonzero fill in the course of the
Cholesky decomposition.

Proof. The proof follows by carefully examining the inner most loop of the de-
composition (see Algorithm 4.2.2 in [39])

Cij = Cij − CikCjk,

where k < j ≤ i. If Cij = 0, i.e., there is no interaction between edges i and j, then
there will be zero fill only if there is another edge k that interacts with both edges i
and j. Numbering the edges sequentially precludes this possibility. This is illustrated
on a two-dimensional grid in Figure 6.

It follows from the previous theorem that for the orthogonal case, the ICCG
algorithm converges in one iteration. The above result does not hold for arbitrary
hexahedral grids. However, as will be seen in the numerical results of the next section,
the number of iterations for the ICCG algorithm to converge is quite small, indicat-
ing incomplete factorization is a very good preconditioner for the conjugate gradient
algorithm.

The classical approach to dealing with the mass matrix is to “lump” it, whereby
the matrix C is approximated by a diagonal matrix C̃ given by

C̃ii =
∑
j

αjCij , i = 1, . . . , Ne,(28)

and the coefficients αj are such that∑
j

αjWj • Wi =

∫
Ω

E • Wi dΩ.(29)
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Fig. 6. Grid numbering scheme for Cartesian grid.

For a uniform orthogonal Cartesian grid and αj = 1, each diagonal term of the lumped

mass matrix C̃ is equal to the row-sum of C and the mass lumping approximation
generates the classic FDTD method. Thus, we see that the VFETD method is a
generalization of the FDTD method.

7. Numerical experiments. In this section the VFETD method is used to
solve several electromagnetics problems for which analytic solutions are known. In all
cases the CPU time is for a Silicon Graphics 8000 workstation (64 bit, 300 MFLOPS,
SPECfp92 310).

7.1. Spherical cavity. In this section a perfectly conducting spherical cavity
of radius a = 0.05855m is analyzed using VFETD and the computed solutions are
compared to the exact analytical solution. The electric field within the cavity satisfies
(20) where σE = σM = 0 and µ = ε = 1 within the cavity. The exact solution is of
the form

E =
∑
np

AnpE
TE
np cos(ωnpt + φnp) +

∑
np

BnpE
TM
np cos(ωnpt + θnp),(30)

where the sum is over all the modes, and A, B, φ, and θ depend upon the initial
conditions [37]. Here, ωnp are the resonant frequencies given by

ω(j)
np =

ζ
(j)
np

a
, n, p = 1, 2, 3, . . . , j = 0.1,(31)

where ζ
(j)
np are the pth zeros of the jth derivative of the spherical Bessel function of

order n. The exact resonant frequencies below 20Hz are shown in Table 3.
The spherical cavity was modeled using a sequence of hexahedral grids ranging

from a coarse grid with 4 cells per radius to a fine grid with 12 cells per radius.
Figure 7(a), (b) are cut-away views of the 256 hexahedral and 2048 hexahedral grids,
respectively. The electromagnetic fields in the cavity were excited by a pulsed current
source, the pulse having the shape of the second derivative of a Gaussian. The initial
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Table 3

Exact value of resonant frequencies below 20Hz.

ω
(1)
11 ω

(1)
21 ω

(0)
11 ω

(1)
31 ω

(0)
21 ω

(1)
41 ω

(1)
12 ω

(0)
31

7.4589 10.5665 12.2132 13.518 15.6654 16.4782 16.6277 18.9953

Fig. 7. Internal view of (a) 256, (b) 2048 hexahedral grid of sphere.

electric and magnetic fields within the cavity were zero. The simulation was run for
t = 6.71315s, which corresponds to 50 periods of the lowest mode. An edge within the
cavity was selected at random and the electric field along this edge was written to disk
at every time step. This signal was weighted by a Hamming window and the signal
was zero-extended to 32768 samples and then Fourier transformed. The magnitude
of the Fourier transform is the power spectrum of the signal. The time step and the
number of steps was different for each grid due to different stability requirements.
The power spectrums for the 256 hexahedral case and the 2048 hexahedral case are
shown in Figure 8(a), (b), respectively.

Naturally the power spectrum corresponding to the higher resolution grid is more
accurate than the power spectrum corresponding to the lower resolution grid. The
order of accuracy of the method is determined by performing a least-squares fit to the
data where the error is defined to be the difference between the exact and computed

values of ω
(1)
31 . In other words we assume that |(ω(1)

31 )exact − (ω
(1)
31 )computed | ∝ hm and

we solve for the value of m that best models the results. Table 4 records the error as
a function of grid size, where h is the average cell size. The logarithm of the error
versus the logarithm of h/a is shown in Figure 9, along with a linear least-squares
fit. The slope of the line is 2.028, so that the method is second order accurate, thus
agreeing with the numerical dispersion analysis.

The CPU time for the calculations is shown in Table 5. The CPU time is for the
time stepping part of the calculation only. For the above experiments the matrix fill
time is approximately 1/50 of the total CPU time. The stopping criteria for the ICCG
algorithm was ‖residual‖2/‖rhs‖2 ≤ 10−9, where rhs is the right-hand side. Note
that the number of ICCG iterations does not increase as the grid is refined, indicating
that the condition number of the mass matrix remains constant [38]. Therefore the
computational cost per time step is proportional to the number of degrees of freedom.
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Fig. 8. Computed power spectrum versus exact for (a) 256, (b) 2048 hexahedral sphere.

Table 4

Relative error of ω
(1)
31 resonant frequency versus grid size for hexahedral grid.

h/A 1/4 1/6 1/8 1/10 1/12

# nodes 321 997 2273 4341 7393

# cells 256 864 2048 4000 6912

# edges 688 2400 5792 11440 19920

error 0.09846 0.03960 0.02342 0.01589 0.009693
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Fig. 9. Linear fit indicating second order accuracy.

Table 5

CPU time for cavity calculation versus grid size for hexahedral grid.

# edges 688 2400 5792 11440 19920

∆t .0035 .002 .0015 .001 .001

# steps 1918 3356 4475 6713 6713

# ICCG iter. 7.8 7.8 7.8 7.8 7.8

CPU sec. 107 731 3255 11962 22490

7.2. Rectangular waveguide. In this section, the VFETD method is used to
compute the electromagnetic fields in a rectangular waveguide. Let the rectangular
waveguide have width a = 0.9m in the x direction, height b = 4.5m in the y direction,
and infinite in the z direction. The fields are modeled by (1)–(3).

A wave is launched by forcing the time dependent boundary condition

Ex = 0,

Ey =

(
1 − exp

(
−
(
t

2T

)2
))

sin(πx/a) sin(ωt)
(32)

at the left end (z = 0) of the waveguide. Here ω = 5.523599 and T = 0.5. The initial
electric and magnetic fields in the guide are zero. The exact steady state solution is
given by

Ex = 0,

Ey = A sin(πx/a) sin(ωt− βzz),

Ez = 0,

(33)
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Fig. 10. Rectangular waveguide model using (a) 1080, (b) 2560 chevron cells.

Bx =
βz
ω
A sin(πx/a) sin(ωt− βzz),

Hy = 0,

Bz = A
(π/a)2

ω
cos(πx/a) cos(ωt− βzz),

(34)

where the wave number is βz =
√
ω2µε− (π/a)2; see [36].

The waveguide is modeled using a sequence of chevron grids with the coarsest
grid having h = a/6 and the finest having h = a/14, where h is the average cell size.
Several finite volume methods have been shown to be unconditionally unstable for
these particular chevron grids [10]. Two of the grids are illustrated in Figure 10(a)
and Figure 10(b).

The simulation was run for 20 seconds, which was enough time for the wavefront
to propagate approximately 20 meters, i.e., twice the length of the finite guide.

The infinite waveguide is approximated by a finite length waveguide of length 10m
with a radiation (or absorbing) boundary condition. The method used here to elim-
inate nonphysical reflections from the artificial truncation of the domain is a variant
of the perfectly matched layer (PML) method. The original PML method derived in
[44] is applicable only for the classic Cartesian grid FDTD method, but many variants
have been proposed for unstructured grids [45, 46, 47]. The general idea is to attach
to the truncated domain several layers of anisotropic conductive media, using both
electric and magnetic conductivity. Grading the layers from low conductivity to high
conductivity creates a broadband impedance match, thus eliminating (or nearly elim-
inating) front face reflections. As the outgoing wave propagates through the PML it
is absorbed by the medium. The PML is not really perfect; a small amount of energy
will be reflected from the boundary. But the reflection is an exponential function of
layer thickness and can be made arbitrarily small. Since the VFETD method allows
for arbitrary tensor material properties, the PML technique was used without modi-
fication. In this example, the wave will be attenuated by the PML at the right end of
the waveguide; thus the simulation will reach a dynamic steady state condition that
resembles the exact solution of an infinite waveguide.

In this simulation, a five-layer PML was used to absorb the outgoing wave. Each
layer is defined by the tensor material properties µ, ε, σE , σM . In every layer µ and
ε are identity matrices. The conductivity matrices are given by σE = σM = σ, where
σ is a diagonal matrix with σxx = σyy = σ⊥ and σzz = 1. The values of σ⊥ used are
tabulated in Table 6. The time step, number of steps, and ICCG iterations are shown
in Table 7.

Note again that the number of ICCG iterations is constant. The same stopping
criteria was the same as for the spherical cavity.

The computed electric and magnetic fields in the waveguide are compared to the
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Table 6

PML parameters used for truncated waveguide.

layer 1 layer 2 layer 3 layer 4 layer 5

σ⊥ 1.8 7.2 16.2 28.8 45

Table 7

CPU time for chevron waveguide calculations.

(h/a) 1/6 1/8 1/10 1/14 1/20 1/40

# cells 1080 2560 5000 14720 35800 271200

# edges 4425 9756 18215 47397 96469 771719

∆t 0.016666 0.0125 0.01 0.007142 .005 .0025

# steps 1272 1696 2120 2968 4240 8480

ICCG iter. 5.7 5.7 5.7 5.7 5.5 5.5

exact solution. The error measure is the standard L2 relative error shown below,
where the sum is over all the hexahedral cells (excluding PML cells) in the grid.

L2error =
‖(Eexact − Ecomputed)‖2

‖Eexact‖2
(35)

The logarithm of the error versus the logarithm of (h/a) is shown in Figure 11. In
this figure the initial error is somewhat erratic until the grid spacing h/a is approxi-
mately 1/20, and after that the error decreases with second order convergence. This
agrees with the analysis in [48] where it is shown that the Galerkin solution of the
Helmholtz equation exhibits pollution due to numerical dispersion. In our example,
the waveguide is ten wavelengths long and, for large values of h/a, the phase error
builds up significantly along the length of the waveguide, degrading the L2-norm of
the error. As discussed in section 5, for a grid spacing of (h/a) = 10 and a grid
distortion of θ = 30◦ the worst-case phase velocity error is approximately 3%; there-
fore at the termination end of the waveguide the fields are up to 100 degrees out of
phase, resulting in a local error of up to 50%. The L2 error for the (h/a) = 10 case is
17.38%, which is relatively poor. The convergence result in Figure 11 shows that for
electrically large problems a very fine mesh is required in order to achieve a small L2

error.
There are several other measures of error that are applicable for this specific

waveguide problem. The global error as well as errors in impedance, wavelength,
voltage standing wave ratio (VSWR), and reflection coefficient are shown in Table 8.
In this case, the impedance in the guide is defined as Z = Ez/Hy = ωµ/βz = constant.
Since the computed fields are “noisy,” the computed impedance is defined to be the
average impedance over the entire guide. The wavelength is computed by fitting a sine
wave to the magnitude of the electric field, the period of best fit sine wave defining
the wavelength of the electric field. The exact wavelength for this problem is simply
λz = 2π/βz. It is interesting to note that while the L2 error is relatively large, accurate
quantities such as impedance and wavelength can be derived from the computed field.
Hence the L2 error estimate may be overly pessimistic for some applications. The
VSWR is defined as VSWR = |Emax |/|Emin |, where |Emax | is the maximum of the
time average electric field in the waveguide and |Emin | is the minimum of the time
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Fig. 11. Log error versus Log h.

Table 8

Quality of computed fields for PML terminated waveguide.

reflection
h/a L2 impedance wavelength VSWR coefficient

1/10 17.38% 2.713% 0.453% 1.057 −31dB

average electric field in the waveguide. For an infinite waveguide, or a perfectly
terminated finite length waveguide, the VSWR is 1.0. For a terminated waveguide, the
VSWR can be expressed as a function of the reflection coefficient of the termination,
VSWR = (1 − |ρ|)/(1 + |ρ|), where ρ is the reflection coefficient. The VSWR was
computed by determining the maximum and minimum fields over one period, and
the reflection coefficient is then computed from |ρ| = (1 − VSWR)/(1 + VSWR).
The reflection coefficient is a measure of the effectiveness of the PML. If the PML
is perfect, the reflection coefficient would be zero. The reported reflection coefficient
of −31dB is comparable to that obtained when using finite difference methods on
uniform grids [44]. The reflection coefficient can in theory be reduced arbitrarily by
adding more layers and/or tuning the material properties. The computed electric and
magnetic fields are shown in Figure 12 for the 5000 cell waveguide, with excellent
qualitative agreement with theory. Note that the chevron pattern of the underlying
computational grid is not imprinted on the computed fields.

7.3. Dipole antenna. In this section, we compute the radiated electromagnetic
fields due to a small current source using the VFETD method. Starting at the origin,
a current oscillating at frequency ω is aligned in the z direction as illustrated in
Figure 13.
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Fig. 12. z-component of (a) electric field (b) magnetic field in PML terminated waveguide.

Fig. 13. Coordinate system for dipole radiation calculation.

The exact solution is given by

B =

(
x
∂Az

∂y
− y

∂Az

∂x

)
cos(ωt+ θ),

E =
1

ωµε

(
x
∂∂Az

∂x∂z
+ y

∂∂Az

∂y∂z
− z

(
∂∂Az

∂x∂x
+
∂∂Az

∂y∂x

))
sin(ωt+ θ),

(36)

where

Az =
µI

4π

∫ L/2

−L/2

exp(−jβR)

R
dz,(37)

and θ = arg(A). The parameters for this computational experiment were ω =
107.3132 and L = λ/12 = 0.00487916. The problem was modeled using a hemi-
spherical grid consisting of 12032 hexahedral cells and 38005 edges. The grid had a
spacing of h = λ/24 = 0.00243972 at the origin with the grid spacing increasing away
from the origin. The current source is exactly two edge lengths long and given by

I(t) =

(
1 − exp

(
−
(
t

2T

)2
))

sin(ωt),(38)

where T = 0.0147. The simulation was executed for 0.05855 seconds using a time step
of ∆t = 10−4 seconds, which corresponds to 585 time steps.

In order to simulate free space, the same 5-layer PML used for the waveguide
in the previous section was used with the exception that the conductivity tensor
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Fig. 14. Illustration of hexahedral grid with 5-layer PML used for dipole calculation.

Fig. 15. Computed (a) electric (b) magnetic field magnitude in the vicinity of λ/12 dipole.

is rotated such that the axial direction corresponds to the radial direction so that
the PML will absorb outgoing waves. The PML begins at radius a = λ = 0.05855
and the grid was terminated at b = 1.5λ = 0.087825; see Figure 14. The global
L2 error was computed in the same manner as for the waveguide, i.e., according to
(35) where the sum is over all cells excluding PML cells. The computed electric field
matched the exact electric field to within 1.6%, which is an excellent result since the
electromagnetic field structure is quite complicated in the near field of the antenna.
Snapshots of the computed electric and magnetic field are shown in Figure 15.

8. Conclusion. In this paper the VFETD method is derived, analyzed, and val-
idated. It is demonstrated that the method is weakly stable, charge is conserved, and
the continuity/discontinuity of the electromagnetic fields across a material interface
are modeled properly. A numerical dispersion analysis indicates that the method is
second order accurate, even on distorted, but regular, three-dimensional hexahedral
grids.

However, like most finite element methods, the VFETD method requires that a
sparse linear system be solved at every time step. The incomplete Cholesky conjugate
gradient method was investigated where it is shown that the computational effort
required to solve the system depends upon how distorted the grid is. However, for a
uniformly refined mesh the number of iterations becomes independent of the number
of mesh points; hence the method is scalable.

The VFETD method is validated by comparing computed solutions to analytical
solutions for a simple resonant cavity, waveguide, and antenna. The accuracy and
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computer CPU time is tabulated for a variety of different grids. The computational
experiments performed on these distorted hexahedral grids have rates of convergence
that agree with previously published analytical approximations. It is also shown that
the recently developed PML concept can be used to approximate an infinite space
using a finite grid. Since the VFETD method allows for arbitrary tensor material
properties, the PML concept is trivial to implement.
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